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Meet the Team

Developed a system for detecting airborne aircraft in
collaboration with Rockwell Collins using

• Computer Vision
• Machine Learning
• Neural Networks

Functional Requirements
• Process a single image or a continuous video

stream
• Detect multiple objects in one image frame
• Report confidence levels of identified objects

Non-Functional Requirements
• Performance
• Scalability
• Extensibility

• Accuracy
• Reliability
• Throughput

Five different pre-made neural networks were tested
and evaluated on their performance. Google
MobileNets was tested using three different image
sizes: 150x150 PX, 300x300 PX, and 450x450 PX.

Each network was tested on a set of 30 images
containing plane and non-plane objects:

Flight Gear Flight Simulator
• Multi-platform open source flight simulator
• Used for video streaming and individual images

GStreamer
• Open source multimedia streaming application

framework
• Streams the host computer’s desktop to the

embedded board
NVIDIA Jetson TX1

• GPU capabilities
• Linux operating environment
• Supports OpenCV

o Open source computer vision library
o Captures and resizes a frame from the feed
o Displays the output

• Supports Caffe
o Open source deep learning framework
o Trains and executes neural networks

The performance of each network under a continuous
video stream was recorded:

Different models have different strengths and
weaknesses, making them more applicable for certain
operating environments:
• YOLOv2 and Google MobileNets 450 had greater

accuracy towards detecting aircraft and the latter
consumed less power; however, neither network
performed well for real-time video processing

• DetectNet had the highest probability of
detection, the lowest miss rate, and the best FPS
performance, but it also had the greatest fallout

• Google MobileNets 300 represents a good
choice regarding the power consumption,
performance, and stability tradeoffs

• More data, tolerance modifications, and network
retraining could yield improved performance
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